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Project name

UTILIZING SMARTPHONE SENSOR DATA 
FOR STUDENT’S LIFE ANALYSIS



Problem statement

Figuring out student day-to-day activities and their 
performance using smart devices.



Motivation

Early Intervention and 
support

Proper Time Management

Improved Well-being



Background 
Research

• Data Collection Methods:

• Wearable sensors like smartwatches and smartphones were 
utilized.

• Data was collected during various physical activities: walking, 
running, and moving downstairs, and upstairs.

• Classification Algorithms:

• Employed three classification algorithms: eXtreme Gradient 
Boosting (XGB), feedforward neural network, and Support Vector 
Machine (SVM).

• Accuracy:

• Accuracy for identifying students’ physical activity was 98%, 
based on smartphone-embedded gyroscope and accelerometer 
sensor signal gathered.

https://arxiv.org/ftp/arxiv/papers/2201/2201.08688.pdf

https://arxiv.org/ftp/arxiv/papers/2201/2201.08688.pdf


Background Research

IoT Student Advisor and 
Best Lifestyle Analyser
(ISABELA) system was 

used for data collection.

Longitudinal 
analysis of some of 

the collected 
metrics was also 
performed like:

an analysis of 
the levels of 

activity, 

time spent 
studying, 

and the time 
spent in the 

university/hom
es or other.

The application 
collected students’ 
activity levels, sleep 

quality, and 
conversations, as well as 
states such as stress and 

mood.

Lasso: Optimizing 
GPA-activity relation 
in linear regression 
through effective 
regularization."

https://www.researchgate.net/publication/363537610_A
utomatically_Assessing_Students_Performance_with_Sm
artphone_Data

https://www.researchgate.net/publication/363537610_Automatically_Assessing_Students_Performance_with_Smartphone_Data
https://www.researchgate.net/publication/363537610_Automatically_Assessing_Students_Performance_with_Smartphone_Data
https://www.researchgate.net/publication/363537610_Automatically_Assessing_Students_Performance_with_Smartphone_Data


Data collection:



Dataset 

•Collected mobile sensor data while doing various 
activities like walking, running, upstairs and downstairs, 
and rest for 2-3 min each.

•We used the Sensor Logger Android app for the data 
collection.

•Collected data from 10 students

•We got sensor data for gyroscope, Accelerometer, GPS, 
pedometer, etc.

•The sampling time for our data was 0.01 sec or a 
frequency of 100 Hz.

•Collected data type format: CSV.



Data Visualization



Kaggle Dataset

alx: acceleration from the left-ankle sensor (X axis)
aly: acceleration from the left-ankle sensor (Y axis)
alz: acceleration from the left-ankle sensor (Z axis)
glx: gyro from the left-ankle sensor (X axis)
gly: gyro from the left-ankle sensor (Y axis)
glz: gyro from the left-ankle sensor (Z axis)
arx: acceleration from the right-lower-arm sensor (X axis)
ary: acceleration from the right-lower-arm sensor (Y axis)
arz: acceleration from the right-lower-arm sensor (Z axis)
grx: gyro from the right-lower-arm sensor (X axis)
gry: gyro from the right-lower-arm sensor (Y axis)
grz: gyro from the right-lower-arm sensor (Z axis)
subject: volunteer number



Feature Extraction (Data preprocessing)

Drop 'subject' 
column

1

Sample 2000 
examples from 
each class

2

Split into X and 
y

3

Perform train-
test split

4

Scale features 
using 
StandardScaler

5



Models Used :Logistic Regression:



Models Used : Long short-term memory (LSTM)



Models Used : XG-Boost Classifier



Kaggle Dataset 2



Feature Extraction (Data preprocessing)



Models for 
prediction we used

1. Decision Tree Model

2. K-NN Model

3. Naïve Bayes Model

4. Random forest Model

5. Logistic Regression Model

6. SVM Model

7. XGBoost Model



conclusion



Challenges we faced

Collection of real time student data

Data Preprocessing was one of the challenge



Thank you
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